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White noise process

Definition (White noise process, WN)

If {xt} is a white noise process, then

▶ E(xt) = µ < ∞,

▶ sτ = 0 for τ ̸= 0. s0 < ∞ and is time independent,

shorthanded as xt ∼ WN(µ, σ2) with mean µ and variance σ2.

Examples:

▶ xt
i.i.d.∼ N(0, 1)

▶ xt ’s are independent but not identically distributed:
▶ xt ∼ Exp(λ) if t is odd;
▶ xt ∼ N(λ, λ2) if t is even.
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AR and MA process

Definition (Autoregressive process of order p, AR(p))

A process {xt} is called an autoregressive process of order p, with
shorthand xt ∼ AR(p), if it can be written as

xt = α+ ϕ1xt−1 + ϕ2xt−2 + · · ·+ ϕpxt−p + εt ,

where α and ϕj ’s are constants with ϕp ̸= 0, and εt ∼ WN(0, σ2
ε).

Definition (Moving average process of order q, MA(q))

A process {xt} is called a moving average process of order q, with
shorthand xt ∼ MA(q), if it can be written as

xt = µ+ εt + θ1εt−1 + · · ·+ θqεt−q,

where µ and θj ’s are constants with θq ̸= 0, and εt ∼ WN(0, σ2
ε).
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Identify AR and MA process

Definition (The partial autocorrelation function, PACF)

The PACF for a mean 0 stationary process {xt} is defined as

π(1) = Corr(x2, x1)

π(2) = Corr
(
x3 − Ê(x3|x2), x1 − Ê(x1|x2)

)
π(3) = Corr

(
x4 − Ê(x4|x3, x2), x1 − Ê(x1|x2, x3)

)
· · ·

where Ê is the linear operator fo finding the best linear representation (in
terms of least squares) of y given x, i.e., Ê(y |x) = α0 +α⊤

t x where
α0,α are the solutions to

min
α0,α

E(y − α0 −α⊤
t x)

2.
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Identify AR and MA process (Cont.)

Proposition

AR(p) MA(q)

π(j) = 0 for j > p ρ(j) = 0 for j > q

Table: Key identification fingerprints via ACF (ρ) and PACF (π).

▶ AR(p): PACF π(j) cuts off at lag p; ACF ρ(j) tails off.

▶ MA(q): ACF ρ(j) cuts off at lag q; PACF π(j) tails off.
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